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Unfortunately, LC has sometimes been confused with a detection limit, as in the 
EPA's 'method detection limit' (MDL, as described in 40 CFR, Part 136, App. B). 
Without developing a compreliensive critique of the MDL in this chapter, let it be 
observed that the EPA MDL is defined basically as 

where t is a Student's t critical value and s is a sample standard deviation fiom seven 
replicate samples of spikedreagent-grade water. Thus the M D L ~ Sa critical level 
that has been set up to be exceeded approximately 1% of the time when a blank 
sample is measured (actually, based on its conshuction, it is technically more cor- 
rect to say that a measurement will be negative approximately 1% of the time when 
measuring a sample with concentration = MDL). 

Note that there is little or no assurance that samples with real concentrations at 
or below LC will be detected. For that, we need to consider a higher conce'ntration: 
the detection limit. 

DL (Also Called L,) The middle limit among these. three is the detection limit 
(DL). The DL is the lowest concentration at or above which an analyte can confi- 
dently be detected (i.e., distinguished from zero). Thus the detection limit defines 
the lowest concentration at which tlie measurement signal consistently emerges from 
the noise. That is, when the true concentration is at or above the DL, the reported 
measurement will, with high confidence, exceed LC. Ar the DL, a measurement pro- 
vides the most elementary form of information, a binary value indicating (at some 
level of confidence) whether the analyte is detected or not detected. See Chapter 9 
for a discussion of how this basic infomation content is consistent with an alter- 
native definition of the DL as "the ~ninimum concentration at which one can be sure 
that a measurement will have at least zero significant digits." 

There is tremendous diversity in proposed DLs. Some of this diversity is due to 
semantic confusion between LC and DL. However, the diversity in proposed DLs is 
due primarily to differences in DL applications, diffe;ences in required confidence, 
and different statistical approaches to calculating DLs. Some of tlie key issues are: 

For which sources of bias and variation should the DL account (i.e., include in 
its estimate of measurement variation, e.g., u)'?Does the limit account for 
laboratory-to-laboratory biases, preparation variation, calibration error (lack of 
fit, coefficient error, error in the calibration standard concentrations), matrix ef- 
fects, analyte impurity, differences in the identification or computation algo- 
rithm used by the measurement system, bias, and variation in the instrument 
or analytical method? 
Does the limit deline detection for a single future dete~mination, a week's worth 
of future determinations, or all future determinations-and with respect to the 
clrrrenr or u l l f ~ ~ t l ~ r c  calibrations'? 
What are reqoired rates of correct detection when measuring samples a1 the 
DL? Correct nondetection when measuring blanks'? 
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Bias can be tolerated if the only use to which the measurements are put is mon- 
itoring a process for change, provided that precision is good relative to the size 
of change to be detected and the sampling frequency. A constant bias of 5 g 
may be immaterial if all one is interested in is a shift by 100 g, or a trend where 
the mass slowly increases by 100 g, or a single outlier measurement that is 
lower than the average by 100 g, or a quadrupling in the process standard de- 
viation by a factor of 4, from 20 g to 80 g. 
Bias that changes with true concentration, due to an error in estimating the 
calibration function slope, can usually be corrected simply by recalibrating, of- 
ten by using ordinary least squares. However, precision that changes with true 
concentration may force the routine use of weighted least squares for calibra- 
tion, a technique that is somewhat more complicated than ordinary least squares. 

2.5 DETECTION AND QUANTIFICATION (QUANTITATION) 

Over the years, there have been numerous definitions and interpretations of rlctec- 
(ion linlirs and qlrantitatio~~ lintits for trace-level measurement (see Coleman et al., 
1997; Currie, 1968; or Oresic and Grdinic, 1990). Critical lin~its (also called criri- 
cal levels) have been little discussed in the literature but have often been confused 
with detection limits. The basic concepts of all three types of limits are simple. In 
this section we once again use the foundation laid by Currie (1968, 1995). Refer- 
ring to Figure 2.2, we first define each of the limits, from lowest to highest, then 
we discuss the technically sound interpretation of the intervals between tlie limits. 
In later chapters we deal with tliestatistical procedures used to compute these limits. 

2.5.1 Conceptual Definitions of the Three Limits 

LC The lowest of these three limits is the c~irical icsel (LC). LC is the lowest meas- 
ured concentmtion:above which one can confidently assert that the :uialyte has bee11 
detected. It is the lowest measurement that is unlikely to have been obtained from 
a b h k  sample. We reserve the right to choose a co~ifidence level (e.g., 99%) to de- 
fine what is and what i.s nor considered unlikely. Hence any measurement above LC 
should be considered strong evidence that tlie a~ialyte is present (at least one mol- 
ecule), where "convincing" is only to the degree of the confidence level chosen. 
Because of this implicit decision that the analyte is present (when a measurement 
exceeds LC), LC is sometimes referred to as the detection rhresl7old. 

0 LC DL QL 
Measured concentration, M 

Figure 2.2 Metrolog~cal partitioning of the low end of the reel number line. Distance not 
to scale. 
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Is standard deviation of measurement error assumed known? Is it assumed con- 
stant within the range of concentrations of interest? 

QL (Also Called Lo) Q~rantitatiorz limits (QLs) are also defined in diverse ways. 
In concept, a QL is the lowest concentration at which there is some confidence that 
the reported measurement is relatively close to the true value. This is what is truly 
meant by "to quantitate" or "to quantify." Some of the diverse definitions are given 
below. 

The quantitation limit (QL) is the lowest concentration at or above which: 

- One cnrt quantitate. Amazingly, t1i.i~ definition has been proposed by some 
chemists in all seriousness, but the definition merely shifts the burden to defin- 
ing qufl~iritare. 

Orle car7 have "assurance" of detection. However, this is provided by the DL. 
It is appropriate for detection but is inconsistent with the common usage of the 
related words: qrrartrifi, quantirv, qlra~~ritarise, and is inconsistent with the his- 
torical use of the term, introduced by Currie (1968). 


Measuremeats have a low, prescribed standard deviutiort (e.g., 5 ppb). This is 

a reasonable definition for ensuring a certain number of significant digits ol' 

measurement for a known range of measurement values, say 100 to 999 ppb. 

Measurml1o7r.r have linzired rriative standard deviatio~z (e.g., RSD < 10%). This 
also is a reasonable definition and is used by the American Clie~nical Society to 
define the limit of q~rantitntioiz (LOQ): LOQ = 10a, the solution to requiring 
that the 99%+ confidence interval about a measurement be within span 530%: 
t 3 a  = ?30%. Additionally, it has been required to have RSD < LO%, in 
Gibbons (1994). Two weaknesses of the "IOU" approach are: ( I )  there is no 
indication of degrees of freedom in the estimate of the RSD, so it is not possi- 
ble to determine the multiplier required to base the QLon  a valid statistical 
interval; and (2) the percentage is arbitrary and typically has no relationship to 
significant digits. 

Measwren?cnts have Iinliterl relative measurenlent rmcertainry (RMU) (e.g., 
RMU 5%) or some other prescribed proportion at some level of confidence 
(e.g.. 95%). The RMU is the RSD times a multiple (>I )  which is a function 
of concentration, and depends on the confidence levels and the calibration de- 
sign. See Chapter 9 for a complete developmen1 of the QL as a guarantor of 
limited RMU, which can provide assurance of at least one significant digit in 
il measurement. 

2.5.2 Interpretation of the.lntervals Defined by t h e  Critical Level, 
Detection Limit, and Quantitation Limit 

As discussed in Section 2.5.1, conceptually, the critical level, detection level, and 
quanlitation level partition the real number line into four intkrva~s into wl~icll a trace-
level measurement, M, can fall. Figure 2.3 provides a graphical representation of 
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"n- !$, prtitioning of the number line. The intervals of the number line (a) to (d) as 

$7." divided by the LC,DL, and QL are listed below, with interpretation: 
6? 
2 
v ,y s ,  r (a) The measurement M is less than the critical level (M < LC).By definition of 

!hat ;; 
f '  LC,M is indi~tin~uishu'ble from zero concentration and hence should be con- 

uly < 	 sidered a nondetect. M might even be less than zero, If M < 0, M can still 
/en ':: 	 be useful-if it is one of several measurements. It should not be discarded, 

labeled "nondetect," nor set to a prescribed nonnegative value (such as 0, 
DL/?, or DL). 

(b) M is at or above the critical level but below the detection limit (LC5 M 
.iDL). By definition of LC,M is treated as a detection. However, by defini- 
tion of DL, it should be realized that there is low confidence of detection in 
this interval. Note that the label "low confidence" is not a value judgment; 
it is a factual statement given that a level of confidence has been selected. 

(c) 	M is at or above the detection limit but below the quantitation limit (DL 5 
M < QL). By definition of LC,M is treated as a detection, and by definition 
of DL, any true concentration in this interval is 1il;ely to be detected. By dei- 
inition of QL, M is a very noisy measurement value wllich should only be 
reported with an enor interval, and used only with extreme caution in com- 
parison or computdtion. 

(d) M is at or above the qwdntitation limit (QL 5 M).By definition of QL, M 
can be reported as a measurement (preferably with an error interval) and can 
generally be used for co~liparison and computation. 

2.6 BETWEEN-LABORATORY ENVIRONMENT 

Once again, we draw on the Currie (1995) insightful treatment of this topic, but we 
St.'11 't dt, a more basic level and examine sources of bias and variation from several 
perspeclives. 

2.6.1 Bias a n d  Variation Withln a Single  Laboratory 

Chemical measurement is complex, even when one considers measuring a single an- 
".lykein a single type of matrix by a single method. Under these constraints, any given 
measurement still has several sources of bias and variation that may be nontrivial: 
llltrinsic instrument noise, some "typical" amount of carryover eror, plus differences 
in analysts. sample preparation, instrumentation, and even data-processing algorithms 
([hresholds, signal filters, etc.). Here we ignore sampling variation, which results in 
different true values for differe~~t samples. 

A tlmrough approach to characterizing measurements within a laboratory would 
involve developing a plausible statistical model of measurement components (prob- 
ably a conlplica[ed riri.ve</-effecfsn~odcl,a model containing factors with random ef- 
fects and factors with fixed effects), design a study to collect the necessiiry data, 





CENSORED DATA 

13.1 INTRODUCTION 

One of the most difficult problems in analysis of environmental monitoring data in-
volves the incorporation of nondetects into estimates of summary statistics (e.g., 
mean and standard deviation) and corresponding tests of hypotheses and interval es 
timates. More often than not, environmental monitoring data consist of a mixture 
of results that can and cannot be quantified accurately. In practice, the censoring 
mechanism is the detection limit: values below are reported as ND or <LD to sig- 
nify that tliey were not found in the sample. All other values are reported as a con-
centration. Based on earlier chapters, one should imlnediately note that this is the 
wrong procedure. The L,  and not the L, should be the censoring mechanism since 
values above the Lo and below the Lo are detected but not quantifiable. Using the 
L, as the censorit~g point produces data with widely varying levels of unceltainty 
violating the assumption of homoscedasticity (i.e., constant measurement variation) 
which is assumed by all of the previous statistical theory and methods. Even wi 

propriate method or methods for incorporating the censored data in computiilg sum- 
mary statistics, testing hypotheses, and computing interval estimates. This is not 21 

of quantifiable and nonqi~antifiable measurements), as well as ease of use. Add'-
tionally, the controversy can be fueled by an inclination toward a particular favor. 
able outco~ne. 
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13.2 CONCEPTUAL FOUNDATION 

Assume that there is a population of true concentrations from which we have drawn 
a sample of size n. For convenience, also assume that variation in the sampled pop- 
ulation can be represented by a continuous probability distribution for which a frac-
tion of the true concentrations are essentially zero. This partial loss of information 
occurs because of censori~ig imposed by limits of detection and/or quantification. 

For example, Davis (1994) points out that we may assume an underlying dis- 
tribution as in Figure 13.1, but what we observe is the distribution in Figure 13.2, 
where the vertical line represents a point mass at L,/2 containing the probability 
content of the region <Lo. In practice, the measurements are often coarsely 

-TA 1 rounded so that the observed frequency distribution looks like Figure 13.3. Davis 
(1993) points out that in real-world application the true underlying model in F i g  

L 
ure 13.3 is unknown; therefore, different approaches will yield widely different 
results, depending on the degree to which they rely on the assumed distribution. 
This is even more critical in environmental monitoring applications (e.g., ground- 
water monitoring) in which repeated application of tail probabilities are used to 
control the overall site-wide false positive rate (i.e., prediction limits). How well 
a censored data estimator works in the center of the distribuGon (e.g., to estimate 
mean concentration) is often a poor index of how well that method will work in 
the tails of the distribution (e.g., to estimate a 99% confidence prediction limit for 
a new single measurement). In the following sections, several methods are de- 
scribed, and some general recommendations are provided. 

cular favor- ' 
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