Ecola
fs by the Beological Society of America

<19

SCALABLE DECISION RULES FOR ENVIRONMENTAL IMPACT STUDIES:

ical Applicarigns, 5{2), 1995, p‘g. 40[-41Q

EFFECT SIZE, TYPE I, AND TYPE II ERRORS!

Bruct D. MAPSTONE?
Research and Monltoring Sectlon, Great Barrier Resf Marine Park Authorizy, P.Q. Box 1372
Townsville, Queensland 4810 Australia

Abstract.  Assessments of environmental impacts are being subject to greater scientific
and legal scrutiny than ever before. The application of traditional statistical decision-making
criteria to questions of environmental impacts has become increasingly inadequate as society
demands greater environmental accountability from economic develapment. In particular,
impact assessment has inherited a preoccupation with Type I error rates that has pervaded
ecalagical research, even though Type II errors ate aften equally sevece in impact assess-
ment. Estimation of Type [I error rates and specification of critical cffect sizes—ar the
magnitudes of impacts considered importani—are mutually dependent. Cousideration of
Type II errars, therefore, requires the exact specification of an hypothesized impact, which
is often difficult. Insistence on low rates of Type I ercar {e.g., & = 0.05) typically means
that equivalent rates of Type Il error can be realized only when effect sizes (BS) are very
large or when very many samples are takes.

Rather than adhering to a fixed, arbitrary, critical, Type X ercor rate, I propose a pracedure
by which the critical ES is given primacy. Statistical decisiop criteria are then selected
according to the relative weighting of the perceived consequences of Type 1 or Type 11
errors. The critical Type [ error rate is set by iteration to some multiple (k) of the estimatéd
potential for Type II error, and the null hypothesis is rejected if that (variable) Type I
probability is not exceeded. The value of & would be determined by the ratio of the con-
sequences (e.g., costs) of Type II and Type I errors. The procedure focuses attention on
the magnitudes of impacts considered importaat, and provides for statistical decisions based
an the a priori consideration of the development and environmental costs ‘of Type [ and

Type II errors. It also provides incentive for development proponents to suppart rigorous

environmental monitaring,

Key words: effect size; environmental impact assessment; enviropmental management; environ-
mental monitoring; stetisticol decisions; statistical power; Type [ ervor; Type I error.

INTRODUCTION

Jl-arge-scale habitat destruction, local species extine-
tions, and the possibility of global environmental
change have emphasized that anthropogenic impacts
can exceed the epvironment’s capacity to absorb them
(Soulé [991). Farther, human activities that change the
status of the environment from that which is considered
productive or undisturbed impinge on the economic
viability of many industries, ranging from fishing and
agriculture to eco-tourism. The potential for enviran-
mental degradation as a result of development, and the
subsequent economic, social, and political ramifica-
tions, are now routinely juxtaposed with the mainly
ecancmic and political consequences of impeding de-
velopment and economic growth.

Histarically, environmental impact assessment {(EIA)
simply involved the prediction of impacts of devel-
opment, and wrangling aver approval to proceed with
development often facused on the soundness of thase
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predictions {e.g., Buckley 19894, b, 1990, Fairweather
1982, Lincoln-Smith 1921). An increasing tendency to
regulate development, however, carries the implicit ex-
pectation that such predictions will be tested, that im-
pacts will be measured, and that regulations will be
enforced. Permission to develap is now often contin-
gent on funding an environmental impact monitoring
(EIM) program to measure {potential) environmenta)
impacts, with the implicit expectation that real impactg
can be and will be detected. Decisions about environ-
mental impacts are being made empirically as well as
prophetically, apd inevitably the statigtical and infer-
ential bases for thase decisions will be subject to in-
creasingly thorough legal and scientific scrutiny (Mil-
lard 1987, Hoverman 1989, Christie 1990, Beder 1991,
Buckley and McDonald 1991, Fairweather 1991, Tarrect
1991, MacDonald 1991, Martin and Berman 1991).
Decisions about environmental impacts have impor-
tant consequences, whether they are correct or in error
(Bernstein and Zalinski 1983, Andrew and Mapstone
1987, Miilard 1987, Peterman 1990, Fairweather 1991,
Faith et al. 1991, Lincoln-Smith 1991). For example,
concluding that an impact has occurred may result in
the cessation of work, the closing of a factary, or the
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imposition of fishing quotas. If that conclusion was
wrong (TypeI error, o), the curtaiiment of development
would have been unwarranted and the local economic
and sacial hardship likely would have been upneces-
sary. On thé other hand, concluding that no deleterious
impact has accurred ugually provides tacit support for
continued development. An incorrect conclusion of
- *a0 impact™ (a Type II error. B) might mean that se-
rious environmental degradation accurred befare the
real impact was noticed, possibly resulting in the col-
lapse of & fishery, catastrophic poliution, or extinctions
of species. Fairweather (1991) and Petecman (199Q)
have suggested that a Type II error would be more
cagtly than a Type I error, since, in addition to a more
severé environmental impact, the same hardships and
economic costs would eventually be incurred.

It fallows that any erropequs conclusion (either a
Type T or a Type II error} would be cause for cancern,
yet traditional inferential statistical decision making
has been precccupied with only Type I errors. The ac-
ceptable (ar critical) level of Type [ errar (@) has been
dictated by convention, with the result that o _is treated
as a constant. In this paper [ suggest specific steps for
evaluating new critical levels of a, and procedures for
making decisions based on the joint consideration of
a variable o, and the probability of Type II error (B}

COMPONENTS aF A DecISion

Under the hypothetico-deductive paradigm, empiri-
cal decisions typically rest on statistical tests of null
hypotheses. This paradigm is adopted in many fields
of science, and in EIM. The most common null hy-
pathesis (H,) is one of “'no difference” or “*no effect.”
Having collected our data, a statistical analysis pro-
vides us with a probability (a,) of observing those data
if the H, were in fact true. If this probability is less
than some zarhiteary critical level (o), almost always
0.05 in ecology, we reject H, in the belief that thece is
only a small prabability (<0.05) of having dane so
incorrectly (a8 Type [ error). If our assaciated proba-
bility is greater than the critical 0.05, we do not reject
Hy. In EIM, non-rejection typically resuits in a con-
clusion of “no impact.” Here, it is the probability of
Type II errar—the likelihood of the dara under an al-
ternative hypothesis (H,)—that is iraportant (Table 1).

Evaluation of B, however, cannot proceed without
first stipufating (1) the critical Type I error rate (o) by
which we failed to reject H,, (2) the departure fram
represented by K, that we would wish to detect if it
were {rue, and (3) the sampling design and statistical
madel on which the test was based. The difference
between H, and H, has been i¢rmed the “effect size™
(ES} (Winer 1971, Cohien 1988), and in EIM would be
defined by the magnitude and form (Cohen 1988; =«
“type' and “‘size,” Bernsteip and Zalinski 1983) of
the maximum environmental impact that we would be
prepared to tolerate in a particular case. This mighe
roughly equate to the ““limit of acceptable change” due
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Tasre 1. The four altarnative outcomes in tests of hypoth-
eses, illustrating the relationships betwesn rejection of H,
and Type [ errars and non-rejection of H, and Type Il errors
{modified afier Toft and Shea 1983, Peterman 1990). Also
shown (in parentheges) are the functional analogues of
these oicomes in decisions zbout hypothesized enviran-
mental impacts, The **7's are used to emphasize thatun- -
truth and/or rejection of a iy is not always indicative of
an impact, theugh it would be prarequisite to inferring an
impact from hypothesis-testing procedures,

Reality
H, true H, false
Decision {na impact) (Impact?)
Reject Hy (Im-  Type [ error (@} No error-statistical
pact?) power {1 — )
Not reject H, No error (1 ~ o) Type Il error (8)
(No impact
detecred)

to impacts of development. Sampling designs and sta-
tistical models for environmental impact studies have
been discussed recently in considerable detail, apd I
will not diseuss these issues here (sece Green 1979,
1989, Bernstein and Zalinski 1983, Millard and Let-
tenmaler 1986, Stcwart-Oaten et al. 1986, Millard
1987, Underwood and Peterson 1988, Warwick 1988,
Faith et al. 1991, Underwood 1990, 19914, b, Keough
and Quinn 1991, Warwick and Clarke 1991; for further
detail about the relations amang sample size, variance,
ES, @, and B see Andrew and Mapstone [1987], Bern-
stein and Zalinsk{ {1983], Cohen [1988], Millard and
Lettenmaier [1986], Peterman [1990), and Winer
[1971)). My emphasis is on the criteria by which we
make empirical decisions with the data from carefully
designed EIM programs.

PROBLEMS WITH TRADITIONAL DECISIONS

- Statistical decisions based only on Type I error rates
are essentially decisions by 2 singular rule: Reject H,
if @y < &, The singularity is emphasized by the tyranny
of convention—everyone (in ¢cology) uses o, = 0.05!
Being stipuiated arbitrarily by us, the critical Type |
error rate is not subject to aother components of our
resedarch such as sample size and error variance. In
rejecting H, by this rule, it is not incumbent upon us
to worry about the magnitude of "“staristically signif-
icant” differences (e.g., among means), even though
that is perhaps the most interesting facet of our data:
statistical significance has come to be treated almost
synohymously with biological importance, even though
no such relationship exists. Neither « nor B have any
intrinsic meaning in tecms of the biological variables
we measure or the bialogical (or economic, political,
¢te.) importasce of an outcome.,

Toft and Shea (1983) and Peterman ¢1990) have
pointed out that such an approach embraces an implicit,
but unacknawledged, weighting of the importance at-
tached to errors of Type I and Type II, a thesis sup-
ported by the weighting given to the two decision. ont-
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comes. In research, a “‘significant™ result is cause for
excitement, confidence, 2 manuscript, etc.; 2 nonsig-
nificant result leads to despondency, a reevaluation of
research direction, a conclusion of a non-result at best,
ar a failed experiment at worst. It follows that many
authors are (perhaps unknowingly) content to consider
Type I errorg of far greater concern than Type II errors.
This bias is often echoed in editorizal judgements. In
issues of environmental impacts, a “significant’’ result
is cause for concern, action, litigation, controversy—
no matter how small or inconsequential the impact;
nonsignificance is sometimes controversial, often teads
to complacency, but rarely precipitates action, concern,
or litigation—even though large and important impacts
might have been missed. Given the routine stipulation
of small values of a,, this constitutes a tacit prioritizing
of development over environment and dictates a fun-
damental bias chat permeates the entire design and de-
cision-making process. | .
Further, with o, fixed, negotiations over the costs of
mopitoring programs involve bartering, against in-
creased costs of monitoring, the risks of failing to de-

tect an impact (f) and/or the size of an impact that

might be detectable with confidence. This equation pro-
vides little leverage in arguments with environmentalty
indifferent development proponents concerned ta min-
imize costs of monitoring: their interests would be
served best by a cheap and insensitive EIM (environ-
mental impact monitaring) program. Here, notions of
the importance of a detectable impact became entwined
in a debate over costs and probabilities of error, with
the result that the question of “how big an impact is
tolerable?” often is translated to “how small an impact
can the developer afford (economically) to worry
about?”

The apparent immutability of the critical Type I error

rate (e, = 0.05) might not present a prablem if the
Type II ercor rates typically realized in EIM were at
least close to the a, that drives decisions, or if con-
sequential effect sizes (ESg) were detectable with rea-
sonable certainty. In my experience, however, this is
rarely the case—a view consistent with those of others
who have addressed the neglect of statistical power in
decision making (Toft and Shea 1983, Andrew and
Mapstane 1987, Hayes 1987, Peterman [990 and ref-
erences therein, Fairweather 1991). In reviewing the
unpublished reports of many EIM programs, 1 have
found many in which the H, of no impact was not
rejected, but very few where the likelihood of Type II
error in doing so was <0.4 for ap impact that would
constitute an 80-100% change in the measured vari-
ables.

New Decrsion RULES

Resolving the above problems requires a substantial
shift in approach to statistical decision making. An
environmentally conservative approach might be to
stipulate 2 low rate of Type H error, perhaps—though
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not necessarily—at the expense of elevated Type I error
rates. Such an emphasis, however, [eads to the consid-
eration of &, as a variable. Although other authors have
suggested that the value of «, shouid be carefully con-
sidered, implying that it should be copsidered as a vari-
able at some stage (Bernstein and Zalinski 1983, Mil-
lard and Lettenmaier 1986, Oakes 1986, Andrew and
Mapstone 1987, Millard 1987, Cohen 1988, Peterman
1990, Fairweather 199(), few have suggested an al-
ternative strategy for decision making that incorporates
a vartiable a, (Cohen 1988, Peterman 1990) and few
have adopted a non-standard o, (e.g., Holt ct al. 1987,
Mapstone 1988, Mapstone et al. 1989). In most of these
exarnples, one arbitrary value for e has simply been
replaced with another,

If o is to be liberated, the single decision rule cur-
rently in use must be replaced with a sensible alter-
native. In so doing, it is important that we do not simply
replace historic dogma (o, = 0.05) with contemporary
chaos (anything goes) or the foundations of future dog-
ma (f = 0.05). It is imperative also that any alternative
decision rule(s) be specified and agreed a priori for any
envitonmental impact monitering: {EIM) (or rescarch)
program—placing bets after the race has been run has
always been jilegal.

I suggest that changes to decision-making proce-
dures must occur hoth before and after data caollection.
Two parallel, but initially independent, procedures
should be followed prior to the collection of data. The
first involves the choice of the level of impact (= crit-
ical effect size) that we want to detect (if it really
occtrs). The stipulation of an effect size (ES) is a bi-
ological (or chemical, physical, aesthetie, ¢conomic,
etc.) decision, not simply a statistical or procedural
decision, and involves a raft of judgements about the
biclogical importance of an effect of a nominated mag-
nitude or greater. As such, specification of ESs is per-
haps the most critical aspect of environmental impact
decisions, and possibly also of decisions in fundamen-
tal research, since this is where the impartance of po-
tential impacts (or alternative hypothesized ourcomes)
must be evaluated. Such evaluation should proceed in
parallel with, but not subject to, negotiations over the
costs of BIM and risks of erroneous decisions.

The second a priori requisite of the amended decision
rules involves the derivation of critical levels of « and
8. Evaluation of the relative consequences of Type [
and Type IL ervors should play an instrumental part in
determining the critical level of o that would lead to
the rejection of a null hypothesis (see also Peterman
1990, Fairweather 1991). Setting a desired o, in rela-
tion to the consequences of decision outcomes invaolves
four steps: :

1) Establish the relative importance of consequences
(economic, political, environmental, social costs) of
Type I and Type II errors, Designate the potential costs
of Type I and Type Il errors as ¢, and Cy, respectively,
and calculate k& = C,/C,.
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| A B
Sela, =008
Set o, = o’ / \
i o > &, Oy = 01,
Decreasda, "~~~ Y Eslimate i, « --- - Increase o, '
A A
A A P ) _,/} Do not reject H, Reject H,
oc> K, o< K, .
17
’
a_=
/m\ Estimate g,
o, > oy Q= X,
Da nat refect H, Reject H,

Fig. |. Flow diagrams of the proposed (A} and conventional (B) decision procedures, Saolid lines indicate the central

components of a decision—i.e., chaices or steps that must always be taken. Daghed lines in (A} indicaza iterative sieps that
mazy he necassary In refining decision criteria. The ¥ in (B) indicates that the estimation of 8, the expected probability af

a Type [ error, i3 optional in conventional practice,

2) Set the ratio of critical Type I and Type II errors
according to the relative costs of committing those er-
rors—i.e., e/p = k = C/C; (see also Kmietowicz and
Pearman 1981, Peterman 1990), or more conveniently,
o, = kB (see later). This is an important and difficult
task, and I suggest that in the absence of sufficient
information to relate the costs of errors, C; and Gy
should be weighted equally—ie., &k = Cy/C = 1, ¢,
= f—~ather than the traditional strategy of tying down
o, and letting B coam (see also Peterman {1990] and
references therein). Note that thus far the absolute level
of neither potential error rate has been specified.

3} Specifty (a) the maximom rigsk that development
would be unnecessarily interrupted because of a Type
[ error with which the development praponent(s} would
be prepared to work; and (b} the maximum risk that
real and important impacts would go undetected be-
cause of a Type Ul error with which managers would
be prepared to live. From these starting values, the
values for risks of errors are negotiated with reference
to the agreed relation a, = 4B. These negotiations de-
termine 2 priori the desired values of both «, and fi
{denoted o, and B’) that all parties wauld be prepared
to accept a¢ criteria for the design of a monitoting
program. For example, if it i§ decided that & = 1 and
arisk of Type I error of mare than 0.05 is unacceptable,
then this procedure will dictate that the risk of Type 1
error also stould be Q.05 or less.

4y Design an EIM program that would be likely to
realize the desirable Type TI error rate ¢f'), given the

effect size specified previcusly (and mdcpendently)
and the desired cridcal Type [ error rate, aa Sample
size and design would be the dependent varjables in
these calculations (e.g., see Millard and Lettenmaler
1986).

After collecting the data from such a program, sta-
tistical decisions would be driven by the agreed val-
ue(s) of k, given the critical ES of conceen. Two pro-
cedures might be used to make those decisions. The
first amounts to a decision against a critical «; the
second entails a decision agains¢ the relative realized
values of a and B.

In the first decision procedure, the actual critical
Type I error rate (a,) would be sct by iteration, as
follows (Fig. 1}:

1} Set @, to that desired a priori—i.e., o, = @

2) Calculate the Type II error rate expected (B,) for
the nominated eritical BS, if the null hypothesis
was not rejected at that e,

3) M, <k, 0r o > kB, adjust «, (nigher ar tower,
respectively) to reduce the inequality, and then
repeat step (2) with this new e,

4) Iterate steps (2) and (3) undl o, = kBg:

5} Compare the observed probability of the data if
Hy were true (a,) with the final value of o, and
reject Fl, i oy = @,

Aun alternative decision procedure differs fram the
first in that the decision rests on dnrect comparison of
o, and kB, as follows
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1) Calculate the probability of the data if A, were
true {og);

2} Calculate B, on the assumption that the H, was
not rejected against a critical Type 1 error rate
marginally legg than agy—i.e., . = a; — 3 (d very
small); ‘

3) If oy < kB, teject Hy, otherwise, do not reject
Ho.

This decision is based on the argument that had &, been

set at o + §, the nuil hypothesis would have been
rejected (since oy < o, = oy + &) and the probabitity
of Type | erras would be a, or less. If kBy > @, = 4y
+ §, the probability of error in rejecting H, would be
of less concern than the probability of error in non-
rejection against a critical value of &, = a, — 8. 1 k3,
< wyq, then nonrejection wauld be the aption with least
concern. about error. Ambiguaity would arise if kR, =
o, exactly. This is unlikely, but in that event either
decision would carry the same (k-weighited) concern
about the probability of error.

I both of the above alternatives, both error rates are
congidered variable. Consequently the critical proba-
bilities upon which decisions will be made will vary
from case to cage, even thaugh the decision rule might
be constant.

In both cases it is esseatial to derive an ahgolute

value for §' because it is the desire to perpetuate that

value to the final decision that provides the main cri-
terion for the design of the EIM program. In the first
pracedure, the value of o, used in the hypathesis test
will also depend on how successfully the EIM program
has been designed to realize B; = B, becanse o, = k.
Hence, minimizing the risk of frequent igtervention in
development is cantingent upon minimizing the risk of
failing to recognize real (important) impacts. In the
second procedure, although the level of a, is not set
by the level of By, the decisions about the likely pres-
enice of impacts will depend on the relative values of
«g and B,. Frequent intervention will be avoided, there-
fare, by that EIM design that maximizes the potential
for kP, < o, for moderate and small values of ag—i.e.,
a design which minimizes B,

1t is important to note, however, that the values of
A, and o, ultimately realized are likely to differ from
thase considered desirable (B/, o) because of the like-
lihood of estimation errorg in the design of the EIM.
Although we may design an EIM program to realize a
specified By = B, such a design will be based on cs-
timates of variance, etc., that will be unlikely to he
realized exactly in the final data set (e.g., see McArdle
et al. 1990). The consequences of ot realizing the 2
priori desired probability of errors, however, are shared
by both development proponents and managers. Had
the traditional strategy of decision against a fixed «,
been followed, the consequences of inexact- design
would have reflected exclusively on the value of B,
and been borne by the environment (Fig. 2).
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PG, 2. Tlustrative example of the effects of increasing
sample size on the values of ¢, the eritical {or acceptable}
Type [ error tate, and of B, the expected probability of Type
II error, under the conventional and proposed statistical de-
cision rules. Under conventlonal practice, the vafue of o,
(- ~~-) does not change with increasing sample size, and
a]l benefits of increased sample size reflect on the value of B,
{- - - -). With the propased rules, small samples mean equally
high values of both o, and f, ¢ ), and increasing sample
sizes reduces bath. Effect size is ¢onstant throughoul, and &
= [ (see New decision rules).

New DECISIONS IN PRACTICE: AN EXAMPLE

A (hypothetical) development was planned for a
coastal region in southern Australia and effluent was
to be dischacged into the sea offshore. There was con-
cern that effluent washing inshore would impact on a
single rocky intertidal platform, which was a popular
recreational area adjacent to a terrestrial national park,
The major macro-organism-farming structure on the
share was the brown alga Hormosira banksii, and tox-
icological research had shown that this species was
likely to die or suffer teduced reproductive success
following exposure to high conceatrations of the efflu-
ent. Thus, H. banksii was congidered a sensitive in-
dicator of local effects of the effiuent.

Research had shown also that H. banksii readily re-
covered from depletion down to 30% caver, but greater
digturbances had long-lasting cffects, sometimes re-
sulting in Local extinctions for several years (Povey and
Keough 1991). Prior data and 2 pilot study indicated
that the average existing coverage of . banksii was
84.75% (average of three locations), and had remained
relatively stable for the previous 3 yr. Hence, the crit-
ical effect size congidered important heve was sef al
there being a 30% greater reduction in standing crop
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at the impact location than at the control lecations. This
. reduction would take the caver at the location of po-
tential impact from its existing cover of about 75% to
about 45%, 1.5 times that which would cause lasting
damage. Tt was considered that this level of distur-
bance, if detected, would be sufficient early warning
from which to instigate reactive management.

Setiing desived values for a and

The ratio of the critical (acceptable) Type I exxor rate
to the Type II error rate, /B, considered desirable in
future decisions about impacts of the development was
set at 0.2 (i.e., &£ = 0.2). This ratio was a negotiated
agreement between management agencies, tocal tobby
groups, and the development company and was more
canservative with respect to Type [ errar than Type II
error because:

1) It had been demonstrated that existing technology
produced effluent of low and benign conceantrations, §0
real impacts were not expected;

2} The effluent constituents were not congidered a
health risk for hurnans;

3) If impacts of effluent discharge were inferred far
the coast then effluent would have to be processed fur-
ther than planned, at considerable extra cost;

4) Suspension of the development whilst additional
effluent-processing mechanisms were instafled would
mean temporary stand-down or reduction in shifts for
employees, resulting in financial losg o them, and lost
production from the plant;

3) The racky platform in question was imporrant
because it was a seaward extension of a terrestrial na-
tional park, but it was not unigue in the region; and

6) There wag concern that small business in the vi-
cinity of the narional park would suffer if people were
dererred from visiting the coast as 2 result of perceived
pollution problems, meaning that it was considered de-
sirable 1o have at least a reasonable chance of detecting
impacts before they became serious.

It was also agreed that the risk of Type Lerror should
be kept low, because of the costs of erroneous inter-
ventjon in what seemed likely to be an eavironmentally
benign development. The desired level of a, was set
to .02, meaning that the desired level of B was 0.1.
Heznce, the enviranmental impact monitoring (BEIM)
program for H. banksii was designed to realize statis-
tical power (p = 1 — B) of =0.9 to detect a decline
(or chahige) in average cover of H. banksii at the (po-
tential) impact location of 30% less than chat which
occurred on average at the control locations, Such an
impact, if it accurred, would be expected to oecur with-
in any or all of the first 3 yr post-start-up, given the
expected frequency wich which diluted effluent might
reach the impact location (=12 times/yr}).

Estimation of required number of
control locations

In this case, three years of data were available for
H, banksii from three nearby rock platforms, providing
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TaBLE 2. Expeeted potential for Type II error (B) given an
impact of effluent in the st yr post-start-up that caused
reduction it cover of Hormosira banksii by 30% more at
the impact location than at control locations, when ! lo-
cations were saropled and o, = 0.02. Estimatés derived
from 3 yr of pilot and 3 yr of prior data, and from revision
of the environmental impact monitoring (EIM) program
during the Lst and 2nd yr of bascline sampling, are given.
The Iast line of the table shows the values of o * and 2,1
expected far hypothesis tests after | yr of oparation if [,
= 3-a, and sufficient locations were sampled 1o ensure «,
= (.02 and B, = 0.1.

Baseline sampling data

Pilot data Year [ Year 2

i o ﬁo @, Bo o, |30
3 09020 0.599 0.020 (816 0,020 0.716
4 0020 0239 0020  4.630¢ 0.020 0.427
5 0020 40.061 0.020 0.436 ¢.020 0.200
6 0.020 0.273 0.020 9.079
T 0.020 Q.147
8 ¢.020  0.095 .

0017 (083 - 00195 0.0977 Q013 0.091

* o = the critical (or acceptahle) Type I error rate.
+ Be the expected probability of Type I error.

estimates of the interaction batween locations and years
in the absence of efflueat impacts. From these data, the
behavior of H. banksil was maodelled at { hypothetical
control locations and one impact location over 3 yr
prior to effluent discharge, and during 3 yr of effluent
exposure te derive estimates of the appropriate errar
variances for tests of the null hypothesis (no effect of
effluent on H. banksii) in each of the lst, 2nd, and 3rd
yr post-start-up. The required nuinber of locations, I,
10 be sampled to allow decisions against a, = 0.02
such that B, = 5.« when H. banksii cover dropped by
30% more at the impact location than at the average
of the cantrols in any one of the three years was derived
by iteratively:

1) chaosing a value for { (the number of control
locations sampledy;

2) deriving the critical value of Fat.o, = 0.02 (when
the null hypothesis was true) with the df appro-
priate to sampling [ control locations;

3) calculating the probability (B} of observing that
value of £ or less when an impact of —30% at
the impact location existed;

uatil B = 0.1. The results are presented in Table 2.

Review of design during baseling periad

In each of the Ist and 2nd yr of the baseline study,
the design of the EIM program was reviewed. The re-
views entailed remoadelling the dynamics of H. banksii,
based on the additional data available from the aciual
control and impact locations being sampled (Table 2),

Serious consideration was given to expaanding the
EIM in this case, since after the first year of baseline
monitoring it was estimated that eight control locations
should be sampled to realize the desired rates for Type
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I or Type II error. Continuing with the original design
of anly five control locations would mean that the po-
tential error rates would increase by about 2.5 times,
and the power of the program to detect the nominated
critical level of impact would drop from =~20% to
_ =75%. The decision whether to increase the number

of cantrol locations was driven by comparing the cer-
tain costs of increasing monitoring (by 67%/yr) with
the increased patential for costs resulting from erro-
neous decisions about impacts (increase in ¢, X cost
of an alleged impact). In this case it was decided to
increase the scope of the EMP to keep low the risks
of erroneous intervention in development, and maintain
corfidence of detecting critical impacts.

The final decision

Analyses of the data during the first 3 yr post-start-
up indicated that the desired rates of Type I and Type
It error were realized as a result of sampling at the
increased number of control locations. The results
showed that the estimates from the Lst yr review of the
design were about right. Sampling cight control loca-
tions produced hypothesis tests with o, = 00208,
0.0226, and 0.0218, and B, = 0.1028, 0.1132, 0.1091
in each of the three years, respectively. In his case,
however, no impact was inferred (o, > 0.15 in all
years).

ADVANTAGES OF LIBERATING ALPHA

The liberation of ¢, and adoption of a scalable de-
cigion rule has several advantages. Firstly, trading a
variable «! against a variable B’ means that attention
is clearly facused on the consequences of bath decision
outcomes, This forces the explicit 2 priori evaluation
of the relative importance of Type [ errors and Type Il
ercors, and hence direct comparison of the risks the
Interested partics are prepared to take in proceeding
with a development (given a nomicated level of en-
vironmental impact monitoring, EIM). Here, better
monitoting means a lower probability of Type I error
and a lower probability of Type I error. Both are es-
sentially arbitrary limits of confidence in an outcome
with which we are prepared to live, and in this process
they are evaluated as such.

Secondly, cost savings in monitoring will be traded
against costs of frequent intervention in development
that might arise from 2 high o, tied fo a high B, by

-the relation &, = kP, Lower risk of erroneous inter-
ference is achieved only by realizing a lower value for
B4 given a nominated threshold of impact—i.e., by
better monitaring (Fig. 2). Further, given that it is likely
to be more difficult to prave an errer of Type I (for
which a developer might seek compensation) than an
error of Type II (for which a developer might have to
pay reparation), it is clearly in the developer’s best
intetest 10 promote rigarous onitoring,

Thirdly, the stipulation of effect size (ES}, the crucial
environmental variable, is temoved from the bargain-
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ing table when the scope and costs of EIM are being
negotiated. The limits of acceptable impact should be
stipulated independently by those with relevant exper-
tise, not by those responsible for the economic success
of z proposed development, At po point should the
critical ES in a chosen variable be adjusted because of
the cost of designing an EIM program that would be
likely te detect that effect, although such logistic and
financial considerations might influence the choice of
variables to monitor. If itis impossible to stipulate what
level of perturbation would be considered important
for particular variables, then monitoring those variables
should be seen as information gathering, exploration,
provision of data for the future—not as vehicles for
testing hypotheses about impacts. The above proce-
dures precipitate these issues a priori, whereas con-
ventional procedures may never stimutate considera-
tion of them.

Fourthly, the suggested procedures allow different
decision criteria {a,, 3) to be attached to different scales
of impact and/or different variables measured in EIM,
Where EIM incorporates assessment of impacts at a
hierarchy of spatial or temparal scales (Mapstone et al.
1989, Underwood 19914}, the consequences of impacts
at each scale can be evaluated independently, and de-
cision criteria set accordingly. For example, it might
be considered unimportaat that an impact of specified
magnitude was missed on a very small scale (such as
a single small site, or far & period of only 1 wk), and
the maximum. acceptable level of B might be set at a
relatively large value (e.g., 0.3). An impact of similar,

“or different, magnitude (the ES might also be scale

dependent) at a larger scale, such as over an entire bay
or effective for | mo, might be considered far more
important and, accordingly, the maximum acceptable
level of B might be set to a very low level. Thus, the
significance criteria by which Hgs were rejected might
vacy among the term$ within a single multi-factorial
ANOVA. Similarly, it might be congidered crucial that
a real impact for cne variable (e.g., levels of organo-
chlorines) was detected, but of only marginal concern
that an impact on another variable (e.g., watey clarity)
was missed. Different decision criteria would be ap-
plied to different variables, and theic sampling inten-
sities determined accordingly.

Fifthly, the above proceduces explicitly identify a set
of priocities in agsessing environmental impacts. The
independent egtablishment of a criticat ES—the max-
imum “acceptable” impact—takes highest priority.
Developments will always have irpacts on the envi-
ronment, but many will be trivial. The limits to impacts,
which might vary among cases, should be determined
in advance by reference to the lacal environment. Es-
1ablishing the relative importance of Type I and Type
IT errors, and the levels of cectainty (I — a ar L — B}
desired in decisions, are also high pricrities and should
be assessed relative to stipulated critical ESs.

Finally, the costs of monitoring are evaluated against
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the risks involved in assessments of impact, again,
without impinging on the size of impact that is con-
sidered ecologically (or by some other cost-indepen-
dent criterion) important. [ suggest that these priorities
provide a faic basis for balancing the burden of proof
(Peterman 1990) between developer and environmental
managet.

Some PROBLEMS WITH A VARIABLE &
The detarmination of critical effect size

Effcct size (ES) is defined by two components: the
farm(s) and magnitude(s) (Cohen 1988) of the im-
pact(s) wé seek to detect if they occur. The form of
impact involves deciding whether we are concerned
with changes in means and/or variances at impact sites
relative to control sites (Green 1979, 1989, Stewart-
Qaten et al. 1986, Underwood 1991a, b), deciding at
what scales we expect impacts might occur, and spee-
ifying which means (or groups of means) differ from
which others. The magnitude of an impact is 4 measure
of the amount by which means or variances change.
Cohien (1938) discusses the need to specify exactly both
components of an effect 10 sensibly construct alter-
native hypotheses, Specifying both aspects of effect
size (ES) will be difficult for complex environmental
impact monitaring (EIM} designs, particularly when
impacts of interest are measured by interaction terms
in analyges.

For each variable being monitored, we must answer
the questions “how much anthropogenic disturbance is
acceptable?,’”” and *‘what amount of development-re-
lated change should precipitate management action?”’
The two answers will not alwayg be similar, since with
some varizbles (e.g., concentrations of persistent or
toxic pollutants) we might wish to initiar¢ management
action at levels of change well below those that would
be considered the limits for environmental or human
well-being. For such variables we might wish EIM to
provide the basis for proactive rather than reactive
management. Even when limits of acceptable change
are specified by regulations (e.g.. U.S. Environmental
Pratection Agency regulations), we will still be faced
with deciding at what point we would wish to know if
that level were being approached, in the interests of
ensuring that jt was never reached. The above proce-
dures highlight che shortcomings of our current un-
derstanding of environmental impacts, how we measure
them, their importance, and how we manage them.
Clearly, mote reseacch in this field is required.

Twao further points should be noted here. Firstly, al-
though I have routinely referred to ES in terms of “eco-
logical” importance, other criteria for critical ESs
might be important, For example, agsthetic or economic
consequences of environmental impacts might result in
the stipulation of more stringent critical ESs ehan would
arise fram consideration of ecological conseqnences
alone, Two examples illusteate this point: (1) In areas
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where eco-tourism is important {¢.¢., the Great Barrier
Reef), impacts that might be considered relatively mi-
nor ccalogically might tepresent important degrada-
tions in aesthetic quality and reduced tourism; and (2)
Where environmeuntal impacts impinge on a fishery,
either by pollution or stock reduction, the magnitude
of impacts that precipitated economic losses to the fsh-
ing industcy might be smailer and considered meore
critical than those which would cause substantive eco-
logical effects. In both examples, it would be the eco-
nomi¢ costs to third patcties that would most influence
the chotce of a critical ES.

Secandly, it must be emphasized that the critical ES
is not a categorical distinction between ‘impact’’ and
“no impact,” but sitmply provides a cut-off point on a
continuous relation between ES and B (or statistical
power). A moritoting program will have lower power
to detect smaller than ‘‘critical” impacts that have
slighter consequences. The critical ES merely specifies
where the (increaging) consequences of impact become
upacceptable. ‘

Weighting o, and B

The weighting of Type I and Type II errors is un-
familiar to most scicntists, managers, and development
proponents, although the need to do so has been dis-
cussed for some time (see Kmietowicz and Pearman
1981, Oakes 1986, Peterman 1990). If o, becormes large
as a consequence of liberating @, and demanding low
values for B, there is likely to be inceeased intervention
in development, and mare frequent litigation of deci-
sions from EIM programs. Avoiding such action will
entail greater costs of EIM, but thase costs will become
increasingly critical (for the proponent) as the econom-
ie scale of development decreases, Further difficuley
arises when the costs of Type [ and Type II errors are
measured in different currencies—e.g., money vs. ge-
netic diversity. It is likely that economic rationalise
attempts to value all costs in monetary terms will favor
short-term development interests, especially where en-
tire communities are dependent on a norminated de-
velapment. Such issues make the evaluation of of/p’
particularly critical. Again, these issues can be com-
fortably ignered within traditional decision-making
practice, but are critical etements of the procedures I
suggest above. :

Administrative reality

Pragmatists will say that the above procedures in-
volve considerably more work than existing practice
and that it will be difficult to agree upon and sustain
decision criteria throughout the [ife of an EIM exetcise.
The vagaries of political priorities, management
changes, and new information are likely to mean that
what was considered appropriate initially wili be re-
peatedly challenged, debated, and possibly changed—
particulacly where developments and EIM span sevetal
years. The above procedures precipitate such debate,
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bur the issues are not new. In current practice, issues
such as the importance of an observed impact, the ad-
cquacy of monitoring, or the basis of a decision are
fought after the event, when revigion, adjustment, or
improvement is impossible. The likelihood that these
debates would be brought forward is an advantage of
the abave procedures, but will require diligent legal
management,

CONCLUSION

Conventional decision-making practices in respect
of environmental impacts perpetuate an inherently one-
sided perspective of significance. Masked by the se-
cutity of a well-established convention of statistical
decision making is a suite of difficult inferential and
epistemological problems that have real, tangible jm-
plications. The révised approach to statistical decision
making I suggest here does not solve these problems,
but focuses attention on them and highlights the need
for urgent attention to them. Mote importantly, the pro-
cedures I suggest peavide a méchanism by which the
burden of limitations of current practice is shared be-
tween potential environmental assailant and envicon-
mental defender cather than being botne solely by the
latter.
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